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What is Offline RL?



Motivation

- Evaluation: Use logged data to evaluate & select the best policy obtained from a training procedure

- Improvement: Use logged data to learn a policy that performs better than the policy that collected the data

- Challenges: 

- Direct evaluation in the real world is also costly

- Real world data is costly to obtain

- Real world data can be limited in scale or scope



When (and Where) to Trust the Model 
in Offline Policy Optimization



- Policy: mapping from state/observation to action

A Brief Review of RL



- Model: describes the dynamics of the system P and the immediate rewards r
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Markov Property
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- Value: the expected (discounted) sum of all future rewards following a given policy
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Start with 
policy 𝜋

Evaluate 𝜋 
to get 

Derive 𝜋’ 
greedily  
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Model-Based Offline Policy Optimization

- Challenges of model-based offline RL:

- Impossible to learn a globally accurate model
- Compounding errors for long horizon

- Policy distribution shift
- Learn both an autoregressive dynamics model and a value function:

- How to get the “best of both worlds”?

- Can we rely on the model only where accurate?

- How to do this automatically without complicated validation?



Model-Based Offline Policy Optimization

- Replace Monte-Carlo with (n-step) bootstrapping

Sample from autoregressive model Replace by bootstrap



Model-Based Offline Policy Optimization

- Produce an ensemble of estimators:

Sample from autoregressive model Replace by bootstrap



Bootstrapping in ML

Cat 99%

Dog 1%
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Bootstrapping in ML
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Model-Based Offline Policy Optimization

- Produce an ensemble of estimators:

Sample from autoregressive model Replace by bootstrap
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1. Use statistical bootstrap to estimate variation of n-step return
2. Fit a Gaussian to each return estimator in the ensemble
3. Apply Bayes’ rule to estimate total variance
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Given:
- Prior
- Likelihood



Model-Based Offline Policy Optimization

1. Use statistical bootstrap to estimate variation of n-step return
2. Fit a Gaussian to each return estimator in the ensemble
3. Apply Bayes’ rule to estimate total variance

Prior 
(improper)

Gaussian 
Likelihood
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1. Use statistical bootstrap to estimate variation of n-step return
2. Fit a Gaussian to each return estimator in the ensemble
3. Apply Bayes’ rule to estimate total variance
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Off-Policy Evaluation using 
Diffusion Models



Generative Models



Diffusion Model
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Diffuser

https://docs.google.com/file/d/1i7cCZRaxlhpLKAff2g77S-1LJTYLmkJY/preview


Diffuser



Diffuser

Offline data from behavior policy Rollout from target policy

Target policy



Diffuser
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- How can the diffuser generate trajectories from another policy?

1. Guidance function

2. Inpainting
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Diffuser



Diffuser for Off-Policy Evaluation

- Recall that we collect data from some behavior policy
- But we want to evaluate some other target policy
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- But we want to evaluate some other target policy



Summary

- Off-policy RL is an important and challenging problem

- Discussed how statistical bootstrapping can produce an estimate of uncertainty of any ML model

- Applied this idea to choose the best rollout horizon in offline policy optimization

- Introduced the diffusion model as a powerful way of simulating trajectories from any policy

- Applied diffusion as a potential way to evaluate any target policy through guidance


